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Abstract
Radiomics is a process that allows the extraction and analysis of quantitative data from medical images. It is an evolving 
field of research with many potential applications in medical imaging. The purpose of this review is to offer a deep look into 
radiomics, from the basis, deeply discussed from a technical point of view, through the main applications, to the challenges 
that have to be addressed to translate this process in clinical practice. A detailed description of the main techniques used in 
the various steps of radiomics workflow, which includes image acquisition, reconstruction, pre-processing, segmentation, 
features extraction and analysis, is here proposed, as well as an overview of the main promising results achieved in various 
applications, focusing on the limitations and possible solutions for clinical implementation. Only an in-depth and compre-
hensive description of current methods and applications can suggest the potential power of radiomics in fostering precision 
medicine and thus the care of patients, especially in cancer detection, diagnosis, prognosis and treatment evaluation.
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Introduction

Diagnostic imaging is going through an epoch-making 
moment of profound transformation, to which radiologists 
must adapt. This is a transformation from a discipline based 
on the visual interpretation of the images toward a new type 
of radiology, which must integrate the quantitative data (bio-
markers) coming from the images with the interpretative 
modality. In fact, since they are formed by the interaction 
of radiation or ultrasounds with tissues or organs, medical 
images are not simple images, but they reflect various physi-
cal properties of the body. Medical images can be converted 

into meaningful and mineable data through a quantification 
process. The extracted quantitative features can be analyzed 
to reflect the underlying pathophysiology. However, quanti-
tative data are not easily interpretable by the human mind, 
they can only be extracted from a computer and analyzed 
through complex algorithms.

Recent advancements in the imaging domain have led to 
the development of processes of high-throughput extraction 
of quantitative features that convert images into mineable 
data. This process of extraction and analysis of the data, 
used for decision support, is named Radiomics [1, 2]. It 
is a promising and ongoing field of medical research that 
also applies state-of-the-art machine learning techniques to 
extract quantitative imaging features from several imaging 
modalities [3, 4]. By exploiting the increase in dataset size 
in the field of medical imaging, the extraction of quantitative 
features in Radiomics can be aimed to detect abnormalities 
in diagnostic images (e.g., lesions), as well as to follow-up 
pathological conditions (e.g., measuring the grow rate of 
lesions) or to assess treatment efficacy, with the longitudinal 
use of radiomics in treatment monitoring and the possibil-
ity of correcting the treatment in active surveillance. Fur-
thermore, the extraction and the study of a huge amount of 
quantitative image features from radiological images could 
be used to predict or decode concealed genetic and molecu-
lar traits for decision support.
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Despite promising results in research, such applications 
of radiomics still necessitate a deep exploration, refinement, 
standardization and validation to achieve routine clinical 
adoption, but they may be of great help in the clinical man-
agement of specific diseases in the near future.

Obviously, benchmarks for data extraction, analysis and 
presentation should be established to have reusable and 
repeatable results. The goal of this review is to introduce and 
explain the basis of radiomics and to encourage the scien-
tific community in establishing benchmarks. The processes 
involved in radiomics and the reasons why it is of unique 
importance, as well as its challenges and their potential 
solutions are described here. A literature review has been 
performed, focusing on the latest achievements, to identify 
the most relevant methods used in the various studies. In the 
end, some of the more recent research findings and applica-
tions of importance will be mentioned, as well as a vision 
for radiomics of the future.

Process

The overall process of radiomics analysis requires a series 
of successive steps. The workflow is shown in Fig. 1. Bio-
medical images acquisition is the first step [1], during which 
several parameters have to be set, depending on the imaging 
modality, and therefore on the aim it is used for (diagnostic 
and/or treatment planning), and the tissue it has to iden-
tify. The second step involves the image pre-processing to 
prepare images for the following steps. Once the acquired 

images are pre-processed, the next step is the segmentation 
of the region of interest, which can be either a lesion or a 
normal tissue, depending on the application. The segmenta-
tion process can be accomplished manually by radiological 
experts or automatically by a segmentation software. The 
fourth step involves the extraction of radiomics features from 
the region of interest. A large number of features based on 
statistical, filtering and morphological analysis are produced, 
and they create a high-dimensional feature space. Then, a 
study on the correlation among the various features and a 
first analysis to identify the ‘highly’ informative features is 
applied, and they are selected based on user-defined criteria. 
The final step of a radiomics study is the use of machine 
learning to improve the workflow by automatically extract-
ing and selecting the appropriate features. Machine learning 
algorithms are also used to build a predictive model. The 
model is trained on the analyzed features to learn a deci-
sion function that is used to make a prediction on previously 
unseen examples. The classification task of these models 
is defined by the user and, for instance, it can be the group 
characterization, the distinction of malignant tumor from 
benign tumors, the prediction of disease course and survival, 
as well as the assessment of response to therapy. All these 
mentioned phases of the radiomics process will be described 
in detail in the following paragraphs.

Image acquisition

The biomedical images are the result of a two-dimensional 
and/or volumetric acquisition process, carried out with 

Fig. 1   Radiomics workflow: The subsequent steps required in the radiomics process to extract radiomics features in clinical settings
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multiple modalities. Since radiomics depends on the source 
data, therefore the modality (x-ray, ultrasound, computed 
tomography, magnetic resonance, nuclear medicine), there 
is an intrinsic variability of the data that will be extracted 
from the images of the different modalities. Furthermore, 
within the same modality, there is a variability of acquisition 
according to the protocols used and the equipment [5–7].

Thus, in the numerical analysis of images, conducted to 
extract meaningful data, some changes could not reflect the 
underlying biologic effects, but they could be due to such 
variations in acquisitions and image reconstruction param-
eters. This can lead to unreliable outcomes.

Multiple initiatives have been proposed to define acqui-
sition and reconstruction standards and thus to advance 
quantitative imaging in ensuring reliability. For example, 
the Radiological Society of North America and the National 
Institute for Biomedical Imaging and Bioengineering have 
sponsored the Quantitative Imaging Biomarkers Alliance 
(QIBA), the European Society of Radiology developed the 
so-called European Imaging Biomarkers Alliance subcom-
mittee (EIBALL) [8, 9].

Such initiatives aim to develop a general consensus on 
the measurement accuracy of a quantitative imaging bio-
marker, and the procedures required to achieve the best level 
of accuracy. After acquisition, the images are progressively 
collected to constitute a large database and undergo a first 
step of pre-processing, in order to ensure uniformity and 
consistency.

Image reconstruction and pre‑processing

A medical image is the result of different processes, each one 
contributing in different and mixed ways to the final result. 
Understanding that what we are analyzing is not the truth, 
but just a representation of the real object, can be of para-
mount importance to build knowledge around radiomics. 
Clinical images are usually mathematically reconstructed 
from raw data acquired by the physical detectors. These 
raw data are a physical representation of the object under 
study, as observed by the interrogation system, filtered by 
the properties of the detectors, and by all the devices consti-
tuting the electronic acquisition and transmission chain. The 
acquisition of raw data is considered good if the information 
coming from the object under study is preserved as much as 
possible, despite the influence of the different parts concur-
ring with the process [10].

The raw data must be processed to reconstruct the image 
as seen by the radiologist. This process is performed by 
using mathematical algorithms (kernels), which introduce 
peculiarities related to their exact formulation and imple-
mentation. Different reconstruction algorithms will intro-
duce diversity in the radiomics analysis [11]. This step again 
is a sort of filtering that will affect the displayed image. 

Among other factors, the algorithm influences spatial resolu-
tion and the shapes inside the image.

The majority of the parameters for image reconstruction 
can be tweaked by the user, but some remain under a very 
limited control. All of these considerations highlight how the 
image reconstruction process must be clear if a quantitative 
image analysis is the goal of the study. In fact, radiomics 
shows an intrinsic high dependency on image parameters, 
such as the size of the pixel or voxels or the number and 
the range of the gray levels [5, 12]. For this reason, several 
pre-processing techniques have been proposed in order to 
minimize the influence of acquisition/reconstruction proto-
cols and harmonize the images; such techniques become of 
paramount importance when dealing with multicentre stud-
ies [13, 14]. Some pre-processing techniques examples are 
shown in Table 1.

Segmentation

Segmentation is an essential step of the radiomics workflow, 
as highly distinctive features will be obtained from the seg-
mented region of interest, that can be traced in a 2D image 
(i.e., x-ray) or in a volume (i.e., a CT volumetric acquisi-
tion); the accuracy of the segmentation will determine the 
radiomics features that will be extracted; segmentation dif-
ferences between algorithms and operators can therefore 
generate an error in the creation of a radiomics map for the 
same area of interest [15]. Tumors may have indistinct bor-
ders, and there are still debates on how to define a reproduc-
ible ground-truth. The segmentation of a region of interest 
can be manual, semi-automatic or fully automatic. Manual 
segmentation of the tumor volume is a normal clinical pro-
cedure in the planning process before patients receive radio-
therapy. It is easy, but as a drawback it is highly subjective 
and time-consuming. Several software and segmentation 
algorithms are available to perform semi-automated and 
fully automated segmentation on radiological images. An 
example is 3D-Slicer, an open-source segmentation software 
widely adopted in the medical research field [16]. However, 
since these automated tools are based on an unreal ground-
truth, there is an emerging consensus that the best reliable 
segmentation is achievable with computer-aided edge detec-
tion followed by manual curation.

In a computer-aided detection system, the segmentation 
techniques commonly used are active contour, level-set, 
region-based and graph-based methods [17, 18]. Each algo-
rithm can outline the region of interest for segmentation by 
using a different criterion. The active contour model and the 
level-set model are based on the prior knowledge of size, posi-
tion and structure of the ROI, the region-based method relies 
on the principle of homogeneity and the difference between 
gray levels, the graph-based method exploits the variability 
of the pixels in the neighborhood [19]. Recently, various deep 
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learning-based approaches, such as the Convolutional Neural 
Networks (CNN), have been used for medical image segmen-
tation and demonstrated promising results [20].

Features extraction

Feature extraction is the next step after the region of inter-
est is segmented. It is the selection of useful information 
to assist in the characterization of normal and abnormal 
radiological images. This step is the heart of radiomics. 
It is worth remarking as radiomics must be considered a 
data-driven approach, meaning that there is no a priori 
hypothesis made about the clinical relevance of the fea-
tures, which are computed automatically by image analysis 
algorithms. The purpose is to discover previously unseen 
image patterns using these agnostic or non-semantic fea-
tures, performing classification or prediction based on the 
most discriminative ones, developing the so-called radiom-
ics signature.

The features are mathematically extracted by using first-
order, second-order or higher-order statistical methods, and 
can be generally classified in shape-based, first, second and 
higher-order statistics. There is no general consensus about 
the definition, the name, the evaluation algorithm and the 
belonging class, giving rise to problems when comparing 
different radiomics studies. In this work, we will describe 
features in compliance with the definitions described by the 
Imaging Biomarker Standardization Initiative [21].

The shape-based features are descriptors of the 2D or 
3D size and shape of the region of interest and are inde-
pendent from the gray level intensity distribution in the 
region of interest. They give a quantitative description of 

the geometrical characteristics of the region of interest [22]. 
Examples of shape-based features are shown in Table 2.

First-order statistics features consider the distribution of 
values of individual voxels disregarding the spatial relation-
ships [24, 25]. A normalized first-order histogram (H) can 
be computed from the image as follows:

Being I the voxel intensity and B the equally spaced bins. 
From this histogram, first-order features are computed using 
specific equations, reducing a region of interest to a single 
value representation (Table 3).

The first-order statistics values depend on the number 
of bins, which has to be selected not too small or too large 
so as the histogram may correctly represent the underlying 
distribution within the region of interest. It is difficult to 
directly compare results between studies using a different 
number of bins within the histograms. Optimal binning is 
thus a major challenge, and it depends on the pre-processing 
step of image quantization.

Second-order features, first introduced by Haralick [26], 
are based on the joint probability distribution of pairs of 
voxels, describing the spatial arrangement of patterns, some-
times imperceptible to the human eye. The analysis is usually 
performed in a double step. First a specific matrix allocating 
the information on the spatial distribution of pixel values is 
defined. Then some metrics on this matrix are evaluated.

Most commonly used matrices are Gray Level Co-
occurrence Matrix (GLCM), Gray Level Run Length 
Matrix (GLRLM), Gray Level Size Zone Matrix (GLSZM), 

(1)

H(i) = No. of pixels with gray

− levels in {I ∈ Bi}

∕Σ No. pixels in the image

Table 1   Pre-processing algorithms and filters commonly used before image segmentation

Pre-processing technique Effect on image

Resampling Changing the number of pixels in the image using interpolation (linear, polynomial, spline, etc.)
Normalization or intensity standardization Changing the range of pixel intensity values, in order to remove bias, scaling factors and outliers 

from the image
Quantization of gray levels Reduction of gray levels used to represent the image
Motion correction Reduction of motion confounds
Filtering to remove noise and/or improve 

image characteristics
Laplacian: bringing out area of rapid intensity change and usually used for edge detection
Gaussian: smoothing the image and reducing noise
Edge filters: resulting in edge enhancement by calculating an approximation of the derivatives in 

horizontal and vertical directions
Laws’ filters: emphasizing image textures of edge, spot, ripple, wave, undulation and oscillation
Wavelet filtering or transform methods: decomposing the original image and offering some advan-

tages, such as variation of the spatial resolution (to represent textures at the most appropriate 
scale), enhancement of the texture appearance and a very wide range of choices for the wavelet 
function that can be adjusted for specific applications

Inhomogeneity correction performed on MR images, where the residual effect of the variation of intensity, mainly caused 
by static magnetic field inhomogeneity and imperfections of the radiofrequency coils, is not 
eliminated by the previous normalization
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Neighboring Gray Tone Difference Matrix (NGTDM), Gray 
Level Dependence Matrix (GLDM) and the Local Binary 
Pattern (LBP) (Fig. 2).

The GLCM contains statistical information about how 
pixel pairs are distributed in the image. The GLRLM con-
siders higher-order statistical information and expresses the 
length of consecutive voxels having the same intensity in a 
pre-set direction in the image. The GLSZM quantifies gray 
level zones in an image, which are defined as the number of 
connected voxels that share the same gray level intensity. 
The region of interest is homogeneous when the matrix is 
wide and flat, and it is heterogeneous when the matrix is nar-
row. The NGTDM [6, 27] quantifies the difference between 
a gray value and the average gray value of its neighbors 
within a certain distance. The GLDM [28] quantifies gray 
level dependencies in an image, which are defined as the 
number of connected voxels within a certain distance that 
are dependent on the center voxel. LBP is a texture descrip-
tor, introduced by Ojala [29], which assigns a label, i.e., a 
binary number, to each pixel in an image by comparing its 

gray level with the surrounding pixels. After labeling, an 
LBP histogram is obtained, with each bin representing one 
feature. As an example of application of Haralick features, 
it is worth mentioning a study performed to evaluate which 
Haralick’s features are the most feasible in predicting tumor 
response to neoadjuvant chemoradiotherapy in colorectal 
cancer [30].

This classification of second-order features is not exhaus-
tive because of the wide range of existing techniques. Some 
examples of second-order statistics features evaluated on the 
described matrices are reported in Table 4.

Higher-order statistics features can be obtained after 
applying filters or mathematical transforms to the images, 
giving rise to a virtually endless number of features. A lot of 
different radiomics features are continuously introduced, and 
an exhaustive review is almost impossible. However, some 
of them deserve a mention, such as fractals and SUV metric 
for PET specific applications [31, 32].

Features described so far are named “traditional features”. 
They are hand-crafted by human image processing experts 

Table 2   Examples of 2D and 3D shape-based features with their description [23]

2D Measure

Mesh Surface The sum of all areas defined for each triangle in the mesh
Pixel Surface The surface area of a single pixel multiplicated by the number of pixels in the region of interest
Perimeter The sum of all perimeters of each line in the mesh circumference
Perimeter to Surface ratio The ratio of the Perimeter to the Mesh Surface
Sphericity The ratio of the perimeter of the tumor region to the perimeter of a circle with the same surface area as 

the tumor region and therefore a measure of the roundness of The shape of the tumor region relative to 
a circle

Spherical Disproportion The ratio of the perimeter of the tumor region to the perimeter of a circle with the same surface area as 
the tumor region, and by definition, the inverse of Sphericity

Maximum 2D diameter The largest pairwise Euclidean distance between tumor surface mesh vertices
Major and Minor Axis Length The largest and the second-largest axis length of the region of interest-enclosing ellipsoid and is calcu-

lated using the largest principal component
The inverse ratio of the major and minor principal axis lengths that could be viewed as the extent to the 

section is circle-like (not elongated) than it is 1 dimensional line (maximally elongated)
3D Measure
Compactness 1 and 2 A measure of how compact the shape of the tumor is relative to a sphere (most compact)
Spherical disproportion The ratio of the surface area of the tumor region to the surface area of a sphere with the same volume as 

the tumor region, and by definition, the inverse of Sphericity
Sphericity A measure of the roundness of the shape of the tumor region relative to a sphere
Mesh Volume the sum of all volumes defined for each face in the triangle mesh of the region of interest
Voxel Volume The volume of a single voxel multiplicated by the number of voxels in the region of interest
Surface Area the sum of all areas of each triangle in the mesh
Surface Area to Volume Ratio The ratio of the Surface Area to the Mesh Volume
Maximum 3D diameter The largest pairwise Euclidean distance between tumor surface mesh vertices
Major, Minor and Least Axis Length Respectively, the largest, the second-largest and the smallest axis length of the region of interest-enclos-

ing ellipsoid, calculated using the largest principal component
Elongation The inverse ratio of the major and minor principal axis lengths that could be viewed as the extent to 

which a volume is longer than it is wide, i.e., is eccentric
Flatness The inverse ratio of the major and least axis lengths that could be viewed as the extent to which a volume 

is flat relative to its length
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and defined with an exact mathematical form. This differen-
tiation is used to distinguish them from the so-called deep 
features. Deep learning algorithms are able to design and 
select the features themselves within its layers, without any 
need for human intervention.

Imaging biobanks to collect and validate radiomics

As we have seen so far, there are many parameters that may 
influence the radiomics analysis, either via a direct causal 

association or exerting a confounding effect on statistical 
associations. Each result obtained in a radiomics study 
should be validated on an external and independent data-
set. Data sharing among different institutions has become 
essential to translate radiomics from bench to bedside [33].

With this aim, infrastructures named imaging biobanks, 
defined as “organized databases of medical image collec-
tions associated with imaging biomarkers” [34–36], have 
begun to spread. Several European commission-financed 
projects are aiming to create virtual research infrastructures 

Table 3   Examples of first-order statistics features with their description [23]

Type of feature Measure

Energy A measure of the magnitude of voxel values in an image
Total Energy The value of Energy feature scaled by the volume of the voxel in cubic mm
Entropy a measure of the inherent randomness in the gray level intensities of the image
Minimum The lowest intensity present
Maximum The maximum gray level intensity within the region of interest
10th and 90th percentile The 10th and 90th percentile of the gray level intensity within the region of interest
Mean The average gray level intensity within the region of interest
Median The median gray level intensity within the region of interest
Range The range of gray values in the region of interest
Interquartile Range The range between the 25th and 75th percentile of the image array
Mean Absolute Deviation (MAD) The mean distance of all intensity values from the Mean Value of the image array
Robust Mean Absolute Deviation (rMAD) The mean distance of all intensity values from the Mean Value calculated on the subset of image 

array with gray levels in between, or equal to the 10th and 90th percentile
Root Mean Squared (RMS) The square-root of the mean of all the squared intensity values
Standard Deviation The amount of variation or dispersion from the Mean Value
Skewness The asymmetry of the distribution of values about the Mean value
Kurtosis a measure of the ‘peakedness’ of the distribution of values in the image region of interest
Variance The mean of the squared distances of each intensity value from the Mean value and a measure of 

the spread of the distribution about the mean
Uniformity The sum of the squares of each intensity value and a measure of the homogeneity of the image array

Fig. 2   Examples of specific matrices allocating the information on 
the spatial distribution of pixel values in the image: (a) Gray Level 
Co-occurrence Matrix (GLCM), (b) Gray Level Run Length Matrix 

(GLRLM), (c) Gray Level Size Zone Matrix (GLSZM), (d) Neigh-
boring Gray Tone Difference Matrix (NGTDM)
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devoted not only to the storage and sharing of medical data 
but also to the deployment of new radiomics models. Among 
these projects, it is worth citing the ones described in 
Table 5, whose common goal is to create imaging biobanks 
on high-performance computing platforms and train deep 
neural networks with imaging and non-imaging data to build 
patient models. The final goal of such projects is to build a 
decision support system to predict risk of oncologic dis-
eases, prognosis and response to therapy [37].

Features analysis

The extraction methods generate from dozens to thousands 
of features, producing a high-dimensional feature space. But 
the more features we have, the more complex the classifi-
cation model becomes. Furthermore, many features can be 
redundant or irrelevant, hindering the classification perfor-
mance of the algorithms and yielding issues of dimensional-
ity. Reducing the number of features speeds up the testing 
of new data and makes the classification problem easier to 
understand, improving the performance.

Therefore, radiomics analysis includes the main step of 
feature selection. This step consists in the exclusion of non-
reproducible, redundant and non-relevant features to choose 
the most relevant ones for a specific application. Multiple 
ways for dimension reduction and feature selection exist, 
based both on conventional statistical methods and machine 
learning.

Some methods that are worth mentioning are Filters 
methods, Wrapper methods, Embedded methods and Unsu-
pervised approaches [43–45]. Filters do not test any particu-
lar algorithm; they take into account the original features 
and select the top of them. They are especially based on 
correlation and mutual information criteria. Wrapper meth-
ods test a classification algorithm and search the subset of 
features that provides the best classification performance. 
Embedded methods are based on Machine Learning tech-
niques that involve feature selection during the training 
stage. Some Unsupervised approaches are Cluster analysis, 

Principal component analysis (PCA), Isometric mapping 
(Isomap), locally linear embedding (LLE), diffusion map 
and t-Distributed Stochastic Neighbor Embedding (t-SNE).

Citing Guyon 2003 [45], “The objective of variable selec-
tion is three-fold: improving the prediction performance of 
the predictors, providing faster and more cost-effective pre-
dictors and providing a better understanding of the underly-
ing process that generated the data.”

As this plethora of methods clearly shows, there is no 
universal “best” method for all tasks.

Classifier model

Radiomics is a piece in the puzzle of precision medicine, its 
final goal being to build models able to classify the disease 
and/or to predict its outcome or the answer to a therapy. 
Thanks to a set of features, radiomics discovers patterns in 
large datasets using artificial intelligence, machine learning 
or statistical approaches. The limit between these different 
approaches to perform the classification task is blurred, and 
a precise categorization is virtually impossible, with mixed 
methods continuously arising. However, a distinction can be 
made between supervised and unsupervised methods [24, 
46]. Supervised classifiers are trained using known informa-
tion on the underlying pathology, learning to classify new 
patients with an unknown pathology [47–51]. Unsupervised 
methods do not use any pre-existing information, but they 
try to group the patients based on some form of distance 
metric, which is application-specific [47, 52–54]. It is worth 
mentioning the super learner [55], which is an ensemble 
machine learning algorithm that combines all of the models 
and model configurations that you might investigate for a 
predictive modeling problem and uses them to make a pre-
diction as-good-as or better than any single model that you 
may have investigated.

Covariates used to train/validate/test the models can be 
genomic, proteomic, metabolomic profiles, histology, serum 

Table 5   European commission-financed projects dealing with creating medical imaging repositories and virtual research infrastructures devoted 
to the storage and sharing of data and to the deployment of radiomics algorithms

Project Description

PRIMAGE [37] PRedictive In-silico Multiscale Analytics to support cancer personalized diaGnosis and prognosis, Empowered by imag-
ing biomarkers) project, mainly focused on childhood cancer

CHAIMELEON [38] Accelerating the lab to market transition of AI tools for cancer management
Procancer-I [39] An AI Platform integrating imaging data and models, supporting precision care through prostate cancer’s continuum
EuCanImage [40] A European Cancer Image Platform Linked to Biological and Health Data for Next-Generation Artificial Intelligence and 

Precision Medicine in Oncology
INCISIVE [41] A multimodal AI-based toolbox and an interoperable health imaging repository for the empowerment of imaging analysis 

related to the diagnosis, prediction and follow-up of cancer
EuCanShare [42] An EU-Canada joint infrastructure for next-generation multi-Study Heart research
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markers, patient histories and all the biomarkers related to 
the specific-use case.

Different metrics can be used to quantify the performance 
of the algorithm, depending on its class, such as accuracy, 
sensitivity, specificity, recall or silhouette and Davies-Boul-
din index [56] for clustering algorithms. Area Under the 
receiver operating characteristic Curve (AUC) or Concord-
ance Index (CI) is very important performance indexes too.

Deep learning models

Nowadays, deep learning is probably the most powerful 
tool for image analysis [57]. There is a growing interest in 
the so-called Deep Radiomics, which is basically radiomics 
based on deep learning algorithms, which do not require the 
intermediate feature extraction step as in classic radiomics. 
A deep neural network is able to directly extract the fea-
tures from the image. Since the algorithm “looks” directly 
at the images, without intermediate operations related to 
feature calculations, no information loss or extra errors are 
introduced, and the overall process is less time-consuming. 
A wide variety of deep architectures can be used, and the 
three different steps of the radiomic workflow, i.e., feature 
extraction, selection and classification, can be performed by 
the same complex algorithm. The layered structure of deep 
neural networks can discover more complex patterns and 
more abstract features than a traditional machine learning 
algorithm does.

Convolutional Neural Networks (CNN) models are state-
of-the-art in many medical classification problems [58]. For 
instance, in a previous study, the deep features extracted 
from a CNN model can visually distinguish benign and 
malignant lung tumors [59]. Other examples are the appli-
cation of a CNN model with the goal of lung cancer survival 
prediction [60], to extract deep features from breast mammo-
graphic images [61], or the inception CNN used for detect-
ing diabetic retinopathy [62]. Multiple CNN is also a par-
ticular architecture used in radiomics, which was explored, 
for example, for Alzheimer’s disease diagnosis using MRI 
[63]. Other models frequently applied in previous stud-
ies are the Recurrent Neural Networks (RNNs) to process 
sequential data and useful for monitoring the medical images 
obtained from follow-up examinations, and the long-short-
term-memory (LSTM) models, explored for prostate cancer 
benign and malignant classification [64]. Also, the so-called 
generative models have been used in radiomics. Their objec-
tive is to learn abstract features from the data distribution to 
generate new samples from the same distribution, and their 
main task is tumor classification.

Some issues still remain due to the so-called black-box 
problem, which is a sort of lack of interpretability of the 
internal processes of the algorithms because of their deep 
multi-layer structure [65]. Many efforts are being made in 

the field of “explainability”, which is the extent to which 
the internal mechanics of a deep learning algorithm can be 
explained in human terms. Furthermore, having to learn 
the intrinsic representation directly from data, these kinds 
of algorithms need to be trained with a larger number of 
images and use more computational resources. Another cur-
rent development is the mixing between traditional and deep 
learning radiomics [66]. These techniques exploit both the 
advantages of deep learning and the interpretability offered 
by hand-crafted approaches.

Radiomics in clinical practice

Radiomics can be applied to any medical study where the 
use of an imaging technique is required. A meta-analysis 
carried out by Park et al., which analyzed the scientific qual-
ity of publications, with the radiomics quality score (RQS), 
and the methodology of data collection in radiomics studies, 
with the Transparent Reporting of a multivariable prediction 
model for Individual Prognosis Or Diagnosis (TRIPOD), 
highlighted that 91% of radiomics studies concern oncologi-
cal applications, and that for the most part (81%) radiomics 
is studied for diagnostic purposes. In oncological studies, the 
main applications are the differential diagnosis between neo-
plasms, correlation with molecular biology and genomics, 
the prediction of survival and the evaluation of the response 
to treatment [67].

The high prevalence of radiomics studies in the field 
of oncologyic imaging is due to the availability of a great 
amount of imaging and non-imaging data, large clinical 
trials, and also by social and economic factors that push 
research in oncology [42, 68].

Besides oncology, another field of application is that 
of neuroimaging. Radiomics features obtained from brain 
MRI have shown a great potential to uncover disease char-
acteristics in neurodegenerative disorders [69] or mental ill-
nesses [70]. This field of application would require a sepa-
rate review as there exists huge literature dealing with this 
topic. There are also relevant studies on radiomics analysis 
applied to cardiac imaging for characterization of cardiovas-
cular diseases [71]. Quantitative analysis is also expected 
to increase the value of musculoskeletal (MSK) imaging. 
Computational analysis of radiomics and machine learning 
could be used to build diagnostic, prognostic or predictive 
models also in this field of application [15].

As for what concerns oncology, a brief overview of 
the latest achievements and radiomics studies on brain, 
prostate, breast and lung cancers is reported in the follow-
ing. Radiomics is being exploited for patients with brain 
tumors, and a variety of studies have been especially per-
formed on brain metastasis [72, 73]. At the current status, 
clinical application of automated image analysis based on 
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PET/MRI radiomics are showing a great potential in the 
differentiation of treatment-related changes from brain 
metastases recurrence after radiotherapy, in the prediction 
of brain metastases origin, in the differentiation of brain 
metastases from glioblastoma and in treatment response 
assessment.

In prostate cancer management, the implementation of 
MRI radiomics approaches sounds promising [74] in detec-
tion or aggressiveness prediction of prostate cancer [75]. 
Regarding breast cancer, recent studies demonstrate that, by 
adding radiomics to the standard radiological workflow in 
the field of breast imaging, it would be feasible to improve 
diagnostic accuracy of well consolidated techniques such as 
mammography, tomosynthesis and MRI [76]. Radiomics-
based approaches are used for a comprehensive characteri-
zation of the tumor, providing a potential tool to develop a 
model for breast cancer classification and prediction. Ultra-
sound techniques have also been exploited for radiomics 
analysis in predicting breast cancer [77]. Radiomics is also 
expected to increasingly affect the clinical practice of treat-
ment of lung tumors [78, 79]. A myriad of new radiomics-
based evidence for lung cancer has been published [80, 81]. 
In fact, models based on radiomics features from CT and 
PET have been applied successfully in a variety of applica-
tions, such as distinguish malignant from benign lesions, 
detection of nodules by combining Machine Learning with 
the extraction of radiomics features, prediction of histology 
and tumor stage, prediction of mutation at a genetic level 
and quantification of severity in diffuse lung disease. It is 
also relevant to mention the use of Artificial Intelligence 
and radiomics in sarcopenia evaluation [82]. In particular, 
a recent study revealed that chest CT radiomics combined 
with machine learning classifiers allows to identify sarco-
penia in advanced non-small cell lung cancer patients, by 
using skeletal muscle radiomics as a potential biomarker 
for sarcopenia identity [83]. The last application field that 
is worth mentioning is the gastrointestinal application. A 
plethora of studies on the new advances of radiomics applied 
to CT and MRI for the evaluation of gastrointestinal stromal 
tumors have been published, and the consequent potential 
clinical applications have been discussed [84]. Among these 
studies regarding the gastrointestinal stromal tumors, it is 
worth citing an interesting strategy developed for pattern 
classification based on the integration of radiomics and deep 
convolutional features [85].

All the promising results obtained in these fields of appli-
cation reveal the potential of radiomics, and the key role 
that this process of analysis could have in clinical practice. 
In particular, this tool may improve the accuracy of diagno-
ses and therapy response assessments with the advantage 
of avoiding invasive medical procedures in most cases. 
In this direction, radiomics could change cancer patient 
approach, by providing to the physician a non-invasive tool 

for diagnosis and prediction, based on the exploration of 
imaging biomarkers [86]. In addition, radiomics allows to 
derive patient-specific therapy and prognosis, fostering a 
personalized medicine approach.

Challenges and potential solutions

As already mentioned, different limitations currently pre-
vent an actual implementation of these radiomics-based 
techniques into clinical practice, hampering the effective 
support of clinical decision-making and the fostering of 
precision medicine. Some of them are the issues related to 
reproducibility and repeatability of radiomics features, data 
sharing and lack of standardization and proper validation 
and represent a real challenge for further research [87, 88].

Retrospective data suffer from non-harmonization prob-
lems because the images are often acquired with equipment 
from different vendors and therefore with different acquisi-
tion parameters, especially in multicentre studies [89, 90]. 
Different manufacturers use different acquisition, recon-
struction techniques that can introduce differences between 
images and consequently features that are due only to techni-
cal differences, as radiomics results are highly sensitive to 
the processing parameters [91].

Data sharing combined with standardization of acquisi-
tion and reconstruction protocols could be a possible solu-
tion to this problem and may help in finding more robust 
radiomics features that can be validated on external data-
sets [92]. In this context, the new emerging field of imaging 
biobanks, defined as platforms enabling the access to imag-
ing and related data, aggregated following a standard, looks 
promising. Since every single step of radiomics workflow 
affects the results and their reproducibility, the image bio-
marker standardization initiative (IBSI) has been proposed 
to work toward standardizing the extraction of image bio-
markers from acquired imaging [21].

To introduce radiomics tools in clinical trials, there is the 
need to provide reliable results. Thus, it is fundamental to 
establish objective and common measures to evaluate the 
results and validate the performance of a radiomics study, 
ensuring its reliability.

Moreover, radiomics models based on deep learning 
are seen by the clinicians as black boxes, able to give good 
prediction outcomes for particular clinical applications but 
without providing an intelligible explanation [93]. There-
fore, interpretability and explainability of these models are 
ongoing areas of research, with various tools being inves-
tigated [94].

Radiogenomics

A more comprehensive interpretation of the imaging 
biomarkers could be certainly possible through their 
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combination with other kinds of data. An imaging biomarker 
should be an objective indicator of normal biological pro-
cesses, pathological processes or biological responses to 
a therapeutic intervention. Imaging phenotypes reflect the 
underlying genomics. Tissue imaging can correlate with 
other kinds of complementary information, such as the one 
from clinical reports, treatment responses and genomic/pro-
teomic assays, and this correlation may reflect the global 
outlook of cancer [1].

This evolving branch of radiomics linking imaging fea-
tures to gene expression is today known as radiogenomics 
[95, 96]. By combining quantitative imaging features with 
clinical, genomic and other information in a multi-omics 
study, it is possible to mine these data to detect and validate 
radiomics biomarkers and better understand their function 
and biological significance. In this direction, the role of 
biobanking enabling the access to multiple types of data 
is crucial. A recent challenge is that of reliably connecting 
the available imaging biobanks to tissue biobanks to create 
this integration of different data to provide a radiogenomics 
approach to the patient.

However, radiogenomics in imaging, used to identify the 
genomics of a disease through imaging biomarkers, without 
the need for a biopsy, has to be distinguished from Radiog-
enomics in radiotherapy, which refers to the study of gene 
mutations associated with radiotherapy response [95].

Despite several challenges, both technical and clinical, 
which still need to be addressed in this field, accurate radiog-
enomics models are already being presented, and they can 
provide insight into the tumor in a non-invasive manner [97].

Conclusion

In the present study, a thorough review of the typical 
radiomics analysis process is offered. A detailed expla-
nation of all the steps used in the extraction of quanti-
tative data from medical images, and their subsequent 
analysis is proposed. The aim was to summarize the 
several methods currently used in the various steps of 
the workflow, providing a deep technical overview of 
the analysis conducted in each step. This description 
stresses how all the different processes that can be used 
deeply affect the results and how this could be a prob-
lem for the repeatability and reliability of the analysis. 
Furthermore, we highlighted the reasons why radiom-
ics analysis is of unique importance, encouraging the 
scientific community in establishing benchmarks and 
fostering the effective use of these promising research 
tools also in clinical settings.
A brief overview of the latest and most relevant clini-
cal applications of radiomics in oncology is presented, 

sorting through the possibilities of advancement in 
prediction, diagnosis and treatment evaluation mainly 
in the studies of brain, prostate, breast and lung can-
cers. Although it is almost impossible to explore all 
the different applications in a single review, our aim 
was to provide the reader a general idea of the extent 
of different possible application domains, which could 
make radiomics such a powerful quantitative analysis 
tool. The variety of the radiomics studies carried out 
in research show another key point, i.e., how radiom-
ics could offer the physician a non-invasive tool for 
a personalized medicine approach to the patient, in 
particular with the development of radiogenomics. 
An important stressed issue is that of limitations and 
challenges related to reproducibility, data sharing and 
lack of standardization, for which potential solutions 
that would help, such as standardization strategies 
and data sharing development, have been addressed. 
Therefore, the take home message is that an enormous 
effort should be encouraged to overcome these limita-
tions and move the field of radiomics toward clinical 
implementation, by using it as an effective support in 
clinical decisions.
To summarize, a deep look into radiomics has been 
proposed, from the detailed description of current 
methods and different types of features that can be ana-
lyzed, to a wide and overall view of applications and 
future research directions, with a particular emphasis 
on the evolving branches of imaging biobanking and 
radiogenomics. Only an in-depth and comprehensive 
description of current methods and applications can 
reveal the potential power of radiomics and the need 
to translate the successful outcomes in research into an 
effective tool suitable in clinical practice.

Acknowledgements  The authors acknowledge Dr. Laura Landi 
(responsible of the clinical trials office) for the support in the manu-
script preparation. The manuscript is supported by the Master Course 
in Oncologic Imaging of the Department of Translational Research, 
University of Pisa.

Author Contributions  Conceptualization, E.N., C.S. and M.G.; meth-
odology, E.N.; software, C.S.; validation, E.N., M.G., A.B. and C.S.; 
formal analysis, E.N.; investigation, C.S.; resources, C.S.; data cura-
tion, S.M.F.; writing—original draft preparation, A.B., M.G., S.M.F. 
and C.S.; writing—review and editing, E.N., A.B., S.M.F., D.C. and 
C.S.; visualization, E.N.; supervision, E.N. and D.C.; project adminis-
tration, E.N. and D.C.; funding acquisition, E.N. All authors have read 
and agreed to the published version of the manuscript.

Funding  Open access funding provided by Università di Pisa within the 
CRUI-CARE Agreement. This research was funded by the HORIZON 
2020 projects CHAIMELEON, Grant agreement #952172, PRIMAGE, 
Grant agreement #826494, EuCanImage, Grant agreement #952103, 
Procancer-I, Grant agreement #952159.



	 La radiologia medica

1 3

Declarations 

Conflicts of interest  The authors have no conflicts of interest to declare 
that are relevant to the content of this article.

Human participants and animals  Not applicable

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

	 1.	 Kumar V, Gu Y, Basu S et al (2012) Radiomics: the process and 
the challenges. Magn Reson Imag 30:1234–1248. https://​doi.​org/​
10.​1016/j.​mri.​2012.​06.​010

	 2.	 Lambin P, Rios-Velazquez E, Leijenaar R et al (2012) Radiomics: 
extracting more information from medical images using advanced 
feature analysis. Eur J Cancer 48:441–446. https://​doi.​org/​10.​
1016/j.​ejca.​2011.​11.​036

	 3.	 Zhao B, Tan Y, Tsai W-Y, et al (2016) Reproducibility of radi-
omics for deciphering tumor phenotype with imaging. Scientific 
Reports 6

	 4.	 Zanfardino M, Franzese M, Pane K et al (2019) Bringing radiom-
ics into a multi-omics framework for a comprehensive genotype-
phenotype characterization of oncological diseases. J Transl Med 
17:337. https://​doi.​org/​10.​1186/​s12967-​019-​2073-2

	 5.	 Shiri I, Rahmim A, Ghaffarian P et al (2017) The impact of image 
reconstruction settings on 18F-FDG PET radiomic features: multi-
scanner phantom and patient studies. Eur Radiol 27:4498–4509. 
https://​doi.​org/​10.​1007/​s00330-​017-​4859-z

	 6.	 Meijer KM (2019) Accuracy and stability of radiomic features for 
characterising tumour heterogeneity using multimodality imaging: 
a phantom study. University of Twente

	 7.	 deSouza NM, European Society of Radiology, Achten E, et al 
(2019) Validated imaging biomarkers as decision-making tools 
in clinical trials and routine practice: current status and recom-
mendations from the EIBALL* subcommittee of the European 
Society of Radiology (ESR). Insights into Imaging 10

	 8.	 deSouza NM, Achten E, Alberich-Bayarri A et al (2019) Validated 
imaging biomarkers as decision-making tools in clinical trials and 
routine practice: current status and recommendations from the 
EIBALL* subcommittee of the European Society of Radiology 
(ESR). Insights Imag 10:1–16

	 9.	 Sullivan DC, Obuchowski NA, Kessler LG et al (2015) Metrol-
ogy standards for quantitative imaging biomarkers. Radiology 
277:813–825. https://​doi.​org/​10.​1148/​radiol.​20151​42202

	10.	 Gupta AK, Chowdhury V, Khandelwal N (2013) Diagnostic radi-
ology: recent advances and applied physics in imaging. JP Medi-
cal Ltd

	11.	 Kim Y, Oh DY, Chang W et al (2021) Deep learning-based denois-
ing algorithm in comparison to iterative reconstruction and fil-
tered back projection: a 12-reader phantom study. Eur Radiol. 
https://​doi.​org/​10.​1007/​s00330-​021-​07810-3

	12.	 Pfaehler E, Beukinga RJ, de Jong JR et al (2019) Repeatability 
of 18F-FDG PET radiomic features: a phantom study to explore 
sensitivity to image reconstruction settings, noise, and delineation 
method. Med Phys 46:665–678

	13.	 Fave X, Zhang L, Yang J et al (2016) Impact of image preprocess-
ing on the volume dependence and prognostic potential of radi-
omics features in non-small cell lung cancer. Transl Cancer Res 
5:349–363

	14.	 Moradmand H, Aghamiri SMR, Ghaderi R (2020) Impact of 
image preprocessing methods on reproducibility of radiomic fea-
tures in multimodal magnetic resonance imaging in glioblastoma. 
J Appl Clin Med Phys 21:179–190. https://​doi.​org/​10.​1002/​acm2.​
12795

	15.	 Cuadra MB, Favre J, Omoumi P (2020) Quantification in mus-
culoskeletal imaging using computational analysis and machine 
learning: segmentation and radiomics. Semin Musculoskelet 
Radiol 24:50–64. https://​doi.​org/​10.​1055/s-​0039-​34002​68

	16.	 Fedorov A, Beichel R, Kalpathy-Cramer J et al (2012) 3D Slicer 
as an image computing platform for the quantitative imaging 
network. Magn Reson Imaging 30:1323–1341. https://​doi.​org/​
10.​1016/j.​mri.​2012.​05.​001

	17.	 Cohen LD (1992) On active contour models. Active perception 
and robot vision 599–613

	18.	 Neri E, Caramella D, Bartolozzi C (2007) Image processing in 
radiology: current applications. Springer Science & Business 
Media

	19.	 Zanaty EA, Ghoniemy S (2016) Medical image segmenta-
tion techniques: an overview. Int J Inform Med Data Process 
1:16–37

	20.	 Hesamian MH, Jia W, He X, Kennedy P (2019) Deep learning 
techniques for medical image segmentation: achievements and 
challenges. J Digit Imag 32:582–596. https://​doi.​org/​10.​1007/​
s10278-​019-​00227-x

	21.	 Zwanenburg A, Vallières M, Abdalah MA et al (2020) The 
image biomarker standardization initiative: standardized quanti-
tative radiomics for high-throughput image-based phenotyping. 
Radiology 295:328–338. https://​doi.​org/​10.​1148/​radiol.​20201​
91145

	22.	 Limkin EJ, Reuzé S, Carré A et  al (2019) The complexity 
of tumor shape, spiculatedness, correlates with tumor radi-
omic shape features. Sci Rep 9:4329. https://​doi.​org/​10.​1038/​
s41598-​019-​40437-5

	23.	 Welcome to pyradiomics documentation! — pyradiomics 
v3.0.post5+gf06ac1d documentation. https://​pyrad​iomics.​readt​
hedocs.​io/​en/​latest/. Accessed 12 Jan 2021

	24.	 Avanzo M, Stancanello J, El Naqa I (2017) Beyond imaging: the 
promise of radiomics. Phys Med 38:122–139. https://​doi.​org/​10.​
1016/j.​ejmp.​2017.​05.​071

	25.	 Fehr D, Veeraraghavan H, Wibmer A et al (2015) Automatic 
classification of prostate cancer Gleason scores from multipara-
metric magnetic resonance images. Proc Natl Acad Sci U S A 
112:E6265–E6273. https://​doi.​org/​10.​1073/​pnas.​15059​35112

	26.	 Haralick RM, Shanmugam K, Dinstein I, ’hak, (1973) Textural 
features for image classification. IEEE Trans Syst Man Cybern 
SMC 3:610–621

	27.	 Oliva JT, Lee HD, Spolaôr N et al (2016) Prototype system for fea-
ture extraction, classification and study of medical images. Expert 
Syst Appl 63:267–283

	28.	 Sun C, Wee WG (1982) Neighboring gray level dependence 
matrix for texture classification. Comput Graph Image Process 
20:297

	29.	 Ojala T, Pietikäinen M, Mäenpää T (2001) A generalized local 
binary pattern operator for multiresolution gray scale and rotation 
invariant texture classification. Lecture notes in computer science 
399–408

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.mri.2012.06.010
https://doi.org/10.1016/j.mri.2012.06.010
https://doi.org/10.1016/j.ejca.2011.11.036
https://doi.org/10.1016/j.ejca.2011.11.036
https://doi.org/10.1186/s12967-019-2073-2
https://doi.org/10.1007/s00330-017-4859-z
https://doi.org/10.1148/radiol.2015142202
https://doi.org/10.1007/s00330-021-07810-3
https://doi.org/10.1002/acm2.12795
https://doi.org/10.1002/acm2.12795
https://doi.org/10.1055/s-0039-3400268
https://doi.org/10.1016/j.mri.2012.05.001
https://doi.org/10.1016/j.mri.2012.05.001
https://doi.org/10.1007/s10278-019-00227-x
https://doi.org/10.1007/s10278-019-00227-x
https://doi.org/10.1148/radiol.2020191145
https://doi.org/10.1148/radiol.2020191145
https://doi.org/10.1038/s41598-019-40437-5
https://doi.org/10.1038/s41598-019-40437-5
https://pyradiomics.readthedocs.io/en/latest/
https://pyradiomics.readthedocs.io/en/latest/
https://doi.org/10.1016/j.ejmp.2017.05.071
https://doi.org/10.1016/j.ejmp.2017.05.071
https://doi.org/10.1073/pnas.1505935112


La radiologia medica	

1 3

	30.	 Caruso D, Zerunian M, Ciolina M et al (2018) Haralick’s texture 
features for the prediction of response to therapy in colorectal 
cancer: a preliminary study. Radiol Med 123:161–167. https://​
doi.​org/​10.​1007/​s11547-​017-​0833-8

	31.	 Cusumano D, Dinapoli N, Boldrini L et al (2018) Fractal-based 
radiomic approach to predict complete pathological response after 
chemo-radiotherapy in rectal cancer. Radiol Med 123:286–295. 
https://​doi.​org/​10.​1007/​s11547-​017-​0838-3

	32.	 Barucci A, Farnesi D, Ratto F, et al (2018) Fractal-radiomics as 
complexity analysis of CT and MRI cancer images. 2018 IEEE 
Workshop on complexity in engineering (COMPENG)

	33.	 Clark K, Vendt B, Smith K et al (2013) The cancer imaging 
archive (TCIA): maintaining and operating a public information 
repository. J Digit Imag 26:1045–1057. https://​doi.​org/​10.​1007/​
s10278-​013-​9622-7

	34.	 European Society of Radiology (ESR) (2015) ESR position paper 
on imaging biobanks. Insights Imag 6:403–410. https://​doi.​org/​
10.​1007/​s13244-​015-​0409-x

	35.	 Neri E, Regge D (2017) Imaging biobanks in oncology: European 
perspective. Future Oncol 13:433–441. https://​doi.​org/​10.​2217/​
fon-​2016-​0239

	36.	 Lucignani G, Neri E (2019) Integration of imaging biomark-
ers into systems biomedicine: a renaissance for medical imag-
ing. Clin Trans Imag 7:149–153. https://​doi.​org/​10.​1007/​
s40336-​019-​00320-9

	37.	 Martí-Bonmatí L, Alberich-Bayarri Á, Ladenstein R et al (2020) 
PRIMAGE project: predictive in silico multiscale analytics to 
support childhood cancer personalised evaluation empowered 
by imaging biomarkers. Eur Radiol Exp 4:22. https://​doi.​org/​10.​
1186/​s41747-​020-​00150-9

	38.	 CORDIS. https://​cordis.​europa.​eu/​proje​ct/​id/​952172. Accessed 5 
Dec 2020

	39.	 CORDIS. https://​cordis.​europa.​eu/​proje​ct/​id/​952159. Accessed 5 
Dec 2020

	40.	 CORDIS. https://​cordis.​europa.​eu/​proje​ct/​id/​952103. Accessed 5 
Dec 2020

	41.	 CORDIS. https://​cordis.​europa.​eu/​proje​ct/​id/​952179. Accessed 5 
Dec 2020

	42.	 CORDIS. https://​cordis.​europa.​eu/​proje​ct/​id/​825903. Accessed 5 
Dec 2020

	43.	 Hastie T, Tibshirani R, Friedman J (2013) The elements of sta-
tistical learning: data mining, inference, and prediction. Springer 
Science & Business Media

	44.	 Urbanowicz RJ, Meeker M, La Cava W et al (2018) Relief-based 
feature selection: introduction and review. J Biomed Inform 
85:189–203. https://​doi.​org/​10.​1016/j.​jbi.​2018.​07.​014

	45.	 Guyon I, Elisseeff A (2003) An introduction to variable and fea-
ture selection. J Mach Learn Res 3:1157–1182

	46.	 Gillies RJ, Kinahan PE, Hricak H (2016) Radiomics: images are 
more than pictures, they are data. Radiology 278:563–577. https://​
doi.​org/​10.​1148/​radiol.​20151​51169

	47.	 Parekh V, Jacobs MA (2016) Radiomics: a new application from 
established techniques. Expert Rev Precis Med Drug Dev 1:207–
226. https://​doi.​org/​10.​1080/​23808​993.​2016.​11640​13

	48.	 Keller JM, Gray MR, Givens JA (1985) A fuzzy K-nearest neigh-
bor algorithm. IEEE Trans Syst Man Cybern SMC 15:580–585

	49.	 Cover T, Hart P (1967) Nearest neighbor pattern classification. 
IEEE Trans Inf Theory 13:21–27

	50.	 Breiman L (1996) Bagging predictors. Mach Learn 24:123–140
	51.	 Cortes C, Vapnik V (1995) Support-vector networks. Mach Learn 

20:273–297
	52.	 MacQueen J, Others (1967) Some methods for classification and 

analysis of multivariate observations. In: Proceedings of the fifth 
Berkeley symposium on mathematical statistics and probability. 
Oakland, CA, USA, pp 281–297

	53.	 Fred ALN, Jain AK (2002) Data clustering using evidence accu-
mulation. In: Object recognition supported by user interaction for 
service robots. pp 276–280 vol.4

	54.	 McQuitty LL (1960) Hierarchical linkage analysis for the isolation 
of types. Educ Psychol Measur 20:55–67

	55.	 van der Laan MJ, Polley EC, Hubbard AE (2007) Super learner. 
Stat Appl Genet Mol Biol. https://​doi.​org/​10.​2202/​1544-​6115.​
1309

	56.	 Davies DL, Bouldin DW (1979) A cluster separation measure. 
IEEE Trans Pattern Anal Mach Intell PAMI 1:224–227

	57.	 European Society of Radiology (ESR) (2019) What the radiologist 
should know about artificial intelligence - an ESR white paper. 
Insights Imag 10:44. https://​doi.​org/​10.​1186/​s13244-​019-​0738-2

	58.	 Ravi D, Wong C, Deligianni F et al (2017) Deep learning for 
health informatics. IEEE J Biomed Health Inform 21:4–21

	59.	 Shen W, Zhou M, Yang F et al (2017) Multi-crop convolutional 
neural Networks for lung nodule malignancy suspiciousness clas-
sification. Pattern Recognit 61:663–673. https://​doi.​org/​10.​1016/j.​
patcog.​2016.​05.​029

	60.	 Paul R, Hawkins S, Balagurunathan Y et al (2016) Deep fea-
ture transfer learning in combination with traditional features 
predicts survival among patients with lung adenocarcinoma. 
Tomography 2:388–395

	61.	 Huynh BQ, Li H, Giger ML (2016) Digital mammographic 
tumor classification using transfer learning from deep convolu-
tional neural networks. J Med Invest 3:034501. https://​doi.​org/​
10.​1117/1.​JMI.3.​3.​034501

	62.	 Gulshan V, Peng L, Coram M et al (2016) Development and 
validation of a deep learning algorithm for detection of diabetic 
retinopathy in retinal fundus photographs. JAMA 316:2402

	63.	 Liu M, Zhang J, Nie D, Yap PT (2018) Anatomical landmark 
based deep feature representation for MR images in brain dis-
ease diagnosis. IEEE J Biomed Health Inform 22(5):1476–1485

	64.	 Azizi S, Bayat S, Yan P, Tahmasebi A (2018) Deep recur-
rent neural networks for prostate cancer detection: analysis 
of temporal enhanced ultrasound. IEEE Trans Med Imaging 
37(12):2695–2703

	65.	 Afshar P, Mohammadi A, Plataniotis KN et al (2019) From 
Handcrafted to deep-learning-based cancer radiomics: chal-
lenges and opportunities. IEEE Signal Process Mag 36:132–160

	66.	 Bizzego A, Bussola N, Salvalai D et al (2019) Integrating deep 
and radiomics features in cancer bioimaging. 2019 IEEE confer-
ence on computational intelligence in bioinformatics and com-
putational biology (CIBCB). IEEE, Siena, Italy, pp 1–8. https://​
doi.​org/​10.​1109/​CIBCB.​2019.​87914​73

	67.	 Park JE, Kim D, Kim HS et al (2020) Quality of science and 
reporting of radiomics in oncologic studies: room for improve-
ment according to radiomics quality score and TRIPOD 
statement. Eur Radiol 30:523–536. https://​doi.​org/​10.​1007/​
s00330-​019-​06360-z

	68.	 Neri E, Del Re M, Paiar F et al (2018) Radiomics and liquid 
biopsy in oncology: the holons of systems medicine. Insights Imag 
9:915–924

	69.	 Zhao K, Ding Y, Han Y et al (2020) Independent and reproduc-
ible hippocampal radiomic biomarkers for multisite Alzheimer’s 
disease: diagnosis, longitudinal progress and biological basis. Sci 
Bull 65:1103–1113

	70.	 Park YW, Choi D, Lee J, et al (2020) Differentiating patients with 
schizophrenia from healthy controls by hippocampal subfields 
using radiomics. Schizophrenia Research

	71.	 Neisius U, El-Rewaidy H, Nakamori S et al (2019) Radiomic 
analysis of myocardial native T1 imaging discriminates between 
hypertensive heart disease and hypertrophic cardiomyopathy. 
JACC Cardiovasc Imag 12:1946–1954

https://doi.org/10.1007/s11547-017-0833-8
https://doi.org/10.1007/s11547-017-0833-8
https://doi.org/10.1007/s11547-017-0838-3
https://doi.org/10.1007/s10278-013-9622-7
https://doi.org/10.1007/s10278-013-9622-7
https://doi.org/10.1007/s13244-015-0409-x
https://doi.org/10.1007/s13244-015-0409-x
https://doi.org/10.2217/fon-2016-0239
https://doi.org/10.2217/fon-2016-0239
https://doi.org/10.1007/s40336-019-00320-9
https://doi.org/10.1007/s40336-019-00320-9
https://doi.org/10.1186/s41747-020-00150-9
https://doi.org/10.1186/s41747-020-00150-9
https://cordis.europa.eu/project/id/952172
https://cordis.europa.eu/project/id/952159
https://cordis.europa.eu/project/id/952103
https://cordis.europa.eu/project/id/952179
https://cordis.europa.eu/project/id/825903
https://doi.org/10.1016/j.jbi.2018.07.014
https://doi.org/10.1148/radiol.2015151169
https://doi.org/10.1148/radiol.2015151169
https://doi.org/10.1080/23808993.2016.1164013
https://doi.org/10.2202/1544-6115.1309
https://doi.org/10.2202/1544-6115.1309
https://doi.org/10.1186/s13244-019-0738-2
https://doi.org/10.1016/j.patcog.2016.05.029
https://doi.org/10.1016/j.patcog.2016.05.029
https://doi.org/10.1117/1.JMI.3.3.034501
https://doi.org/10.1117/1.JMI.3.3.034501
https://doi.org/10.1109/CIBCB.2019.8791473
https://doi.org/10.1109/CIBCB.2019.8791473
https://doi.org/10.1007/s00330-019-06360-z
https://doi.org/10.1007/s00330-019-06360-z


	 La radiologia medica

1 3

	72.	 Kocher M, Ruge MI, Galldiks N, Lohmann P (2020) Applications 
of radiomics and machine learning for radiotherapy of malignant 
brain tumors. Strahlenther Onkol 196:856–867. https://​doi.​org/​10.​
1007/​s00066-​020-​01626-8

	73.	 Lohmann P, Kocher M, Ruge MI et al (2020) PET/MRI Radiomics 
in Patients With Brain Metastases. Front Neurol 11:1. https://​doi.​
org/​10.​3389/​fneur.​2020.​00001

	74.	 Smith CP, Czarniecki M, Mehralivand S et al (2019) Radiom-
ics and radiogenomics of prostate cancer. Abdom Radiol (NY) 
44:2021–2029. https://​doi.​org/​10.​1007/​s00261-​018-​1660-7

	75.	 Hectors SJ, Cherny M, Yadav KK et al (2019) Radiomics features 
measured with multiparametric magnetic resonance imaging pre-
dict prostate cancer aggressiveness. J Urol 202:498–505. https://​
doi.​org/​10.​1097/​JU.​00000​00000​000272

	76.	 Tagliafico AS, Piana M, Schenone D et al (2020) Overview of 
radiomics in breast cancer diagnosis and prognostication. Breast 
49:74–80. https://​doi.​org/​10.​1016/j.​breast.​2019.​10.​018

	77.	 Luo W-Q, Huang Q-X, Huang X-W, et al (2019) Predicting breast 
cancer in breast imaging reporting and data system (BI-RADS) 
ultrasound category 4 or 5 lesions: a nomogram combining radi-
omics and BI-RADS. Scientific Reports 9

	78.	 Del Re M, Cucchiara F, Rofi E et al (2020) A multiparametric 
approach to improve the prediction of response to immunotherapy 
in patients with metastatic NSCLC. Cancer Immunol Immunother. 
https://​doi.​org/​10.​1007/​s00262-​020-​02810-6

	79.	 Ninatti G, Kirienko M, Neri E, et al (2020) Imaging-based pre-
diction of molecular therapy Targets in NSCLC by radiogenom-
ics and AI approaches: a systematic review. diagnostics (Basel) 
https://​doi.​org/​10.​3390/​diagn​ostic​s1006​0359

	80.	 Lee G, Park H, Bak SH, Lee HY (2020) Radiomics in Lung can-
cer from basic to advanced: current status and future directions. 
Korean J Radiol 21:159

	81.	 Avanzo M, Stancanello J, Pirrone G, Sartor G (2020) Radiomics 
and deep learning in lung cancer. Strahlenther Onkol 196:879–
887. https://​doi.​org/​10.​1007/​s00066-​020-​01625-9

	82.	 Rozynek M, Kucybała I, Urbanik A, Wojciechowski W (2021) 
The use of artificial intelligence in the imaging of sarcopenia: 
a narrative review of current status and perspectives. Nutrition. 
https://​doi.​org/​10.​1016/j.​nut.​2021.​111227

	83.	 Dong X, Dan X, Yawen A et al (2020) Identifying sarcopenia 
in advanced non-small cell lung cancer patients using skeletal 
muscle CT radiomics and machine learning. Thoracic Cancer 
11:2650–2659

	84.	 Cannella R, La Grutta L, Midiri M, Bartolotta TV (2020) New 
advances in radiomics of gastrointestinal stromal tumors. World 
J Gastroenterol 26:4729–4738. https://​doi.​org/​10.​3748/​wjg.​v26.​
i32.​4729

	85.	 Ning Z, Luo J, Li Y et al (2019) Pattern classification for gastro-
intestinal stromal tumors by integration of radiomics and deep 

convolutional features. IEEE J Biomed Health Inform 23:1181–
1191. https://​doi.​org/​10.​1109/​JBHI.​2018.​28419​92

	86.	 Mancini M, Summers P, Faita F et al (2018) Digital liver biopsy: bio-
imaging of fatty liver for translational and clinical research. World J 
Hepatol 10:231–245. https://​doi.​org/​10.​4254/​wjh.​v10.​i2.​231

	87.	 Foy JJ, Robinson KR, Li H et al (2018) Variation in algorithm 
implementation across radiomics software. J Med Imag 5:1

	88.	 Foy JJ, Armato SG, Al-Hallaq HA (2020) Effects of variability in 
radiomics software packages on classifying patients with radiation 
pneumonitis. J Med Imag 7:1

	89.	 Da-Ano R, Visvikis D, Hatt M (2020) Harmonization strategies 
for multicenter radiomics investigations. Phys Med Biol. https://​
doi.​org/​10.​1088/​1361-​6560/​aba798

	90.	 Sollini M, Cozzi L, Antunovic L et  al (2017) PET Radiom-
ics in NSCLC: state of the art and a proposal for harmoniza-
tion of methodology. Sci Rep 7:358. https://​doi.​org/​10.​1038/​
s41598-​017-​00426-y

	91.	 Schwier M, van Griethuysen J, Vangel MG et al (2019) Repeat-
ability of multiparametric prostate MRI radiomics features. Sci 
Rep 9:9441. https://​doi.​org/​10.​1038/​s41598-​019-​45766-z

	92.	 Stanzione A, Gambardella M, Cuocolo R et al (2020) Prostate 
MRI radiomics: A systematic review and radiomic quality score 
assessment. Eur J Radiol 129:109095. https://​doi.​org/​10.​1016/j.​
ejrad.​2020.​109095

	93.	 Parekh VS, Jacobs MA (2019) Deep learning and radiomics in 
precision medicine. Expert Rev Precis Med Drug Dev 4:59–72. 
https://​doi.​org/​10.​1080/​23808​993.​2019.​15858​05

	94.	 Ibrahim A, Primakov S, Beuque M et al (2020) Radiomics for 
precision medicine: current challenges, future prospects, and the 
proposal of a new framework. Methods. https://​doi.​org/​10.​1016/j.​
ymeth.​2020.​05.​022

	95.	 West C, Rosenstein BS, Alsner J et al (2010) Establishment of a 
radiogenomics consortium. Int J Radiat Oncol Biol Phys 76:1295–
1296. https://​doi.​org/​10.​1016/j.​ijrobp.​2009.​12.​017

	96.	 Porcu M, Solinas C, Mannelli L et al (2020) Radiomics and 
“radi-…omics” in cancer immunotherapy: a guide for clinicians. 
Crit Rev Oncol Hematol 154:103068. https://​doi.​org/​10.​1016/j.​
critr​evonc.​2020.​103068

	97.	 Lo Gullo R, Daimiel I, Morris EA, Pinker K (2020) Combining 
molecular and imaging metrics in cancer: radiogenomics. Insights 
Imag 11:1. https://​doi.​org/​10.​1186/​s13244-​019-​0795-6

Publisher’s Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1007/s00066-020-01626-8
https://doi.org/10.1007/s00066-020-01626-8
https://doi.org/10.3389/fneur.2020.00001
https://doi.org/10.3389/fneur.2020.00001
https://doi.org/10.1007/s00261-018-1660-7
https://doi.org/10.1097/JU.0000000000000272
https://doi.org/10.1097/JU.0000000000000272
https://doi.org/10.1016/j.breast.2019.10.018
https://doi.org/10.1007/s00262-020-02810-6
https://doi.org/10.3390/diagnostics10060359
https://doi.org/10.1007/s00066-020-01625-9
https://doi.org/10.1016/j.nut.2021.111227
https://doi.org/10.3748/wjg.v26.i32.4729
https://doi.org/10.3748/wjg.v26.i32.4729
https://doi.org/10.1109/JBHI.2018.2841992
https://doi.org/10.4254/wjh.v10.i2.231
https://doi.org/10.1088/1361-6560/aba798
https://doi.org/10.1088/1361-6560/aba798
https://doi.org/10.1038/s41598-017-00426-y
https://doi.org/10.1038/s41598-017-00426-y
https://doi.org/10.1038/s41598-019-45766-z
https://doi.org/10.1016/j.ejrad.2020.109095
https://doi.org/10.1016/j.ejrad.2020.109095
https://doi.org/10.1080/23808993.2019.1585805
https://doi.org/10.1016/j.ymeth.2020.05.022
https://doi.org/10.1016/j.ymeth.2020.05.022
https://doi.org/10.1016/j.ijrobp.2009.12.017
https://doi.org/10.1016/j.critrevonc.2020.103068
https://doi.org/10.1016/j.critrevonc.2020.103068
https://doi.org/10.1186/s13244-019-0795-6

	A deep look into radiomics
	Abstract
	Introduction
	Process
	Image acquisition
	Image reconstruction and pre-processing
	Segmentation
	Features extraction
	Imaging biobanks to collect and validate radiomics
	Features analysis
	Classifier model
	Deep learning models

	Radiomics in clinical practice
	Challenges and potential solutions
	Radiogenomics

	Conclusion
	Acknowledgements 
	References




